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Outlier
Query Point

(Lucky): Predictable by non-outlier points →

(Unlucky): Not Predictable                           →



▪ We may not trust the outcome, if the query point is an outlier.

▪ The query point q is covered by training data, if 

▪ there are at least k (training) points in neighborhood

▪ w/o loss of generality, we use ℓ2 norm for the distance function
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▪ The collection of all uncovered points – any query point in this region is uncovered

▪ Given a dataset 𝐷 with 𝑑 attributes (features) 𝑥1…𝑥𝑑, a distance function                 
Δ: 𝑅𝑑 × 𝑅𝑑 → 𝑅, a vicinity value 𝜌, and a threshold value 𝑘, the uncovered region 𝑈
is the set of points (value combinations) that are not covered by 𝐷. Formally:

𝑈 = {𝑞 ∈ 0, 1 𝑑 | 𝐶𝑜𝑣(𝑞, 𝐷) = 𝑓𝑎𝑙𝑠𝑒}
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▪ Problem 1 (Uncovered Region Discovery): Given a dataset D, identify the 
uncovered region

▪ Dataset Annotation:  shows potential deficiencies in the (training) data set.

▪ Problem 2 (Uncovered Query Answering):  Given the uncovered region, identify if 
a query point q is uncovered.
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COVERAGE IN 2D
where d=2

9



10



11

▪ Partition of a plane with n points into cells, 
such that all points in each cell have the same 
nearest point.
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▪ Extend the notion of Voronoi diagrams  from 
nearest neighbor to k-nearest neighbor

▪ 𝑂(𝑘(𝑛 − 𝑘)) cells

▪ Construction [D. T. Lee et al.]:

▪ Time: 𝑂(𝑘2 𝑛 log(𝑛))

▪ Space: 𝑂(𝑘2(𝑛 − 𝑘))

▪ Query time:

▪ 𝑂(log𝑛)



▪ Uncovered Region Discovery :

▪ Construct the k-Voronoi diagram

▪ For every Voronoi cell 𝑉(𝑆):

▪ Add the region outside the intersection

∩ 𝑂𝑡 ∀ 𝑡 ∈ 𝑆 to the uncovered region

▪ Uncovered Query Answering:

▪ Find the cell V(S) that q belongs to

▪ return uncovered iff ∃𝑡 ∈ 𝑆 s.t.Δ 𝑞, 𝑡 > 𝜌
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COVERAGE IN MD
where d≥2
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▪ Theoretically: Yes, but…

▪ Practically: No, due to the curse of dimensionality
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▪ High-level idea:

▪ Construct an 𝝐-net by sampling “enough” query points:

▪ A sample point is labeled as +1 if uncovered, -1 otherwise

▪ Learn the uncovered region boundary using the 𝝐-net

▪ Negative result (A theoretical upper-bound on the complexity of uncovered region)

▪ In Rd, the VC-dimension of the uncovered region is bounded by

𝑶( 𝒅 + 𝟏 𝒏
𝒅
𝟐 𝒌

𝒅
𝟐
+𝟏

)
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▪ Practical Resolution:

▪ Observation: The boundary complexity depends on the number of arcs constructing it –
which can be significantly less than the upper-bound

▪ High-level idea: Apply an exponential search on the number of samples, until the result 
forms an 𝝐-net

▪ Uncovered Query Answering:

▪ Pass the query point q to the learned classifier.

17



EXPERIMENTS
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▪ Goal: Determine whether a query point belongs to the body 
of a cat image or background

▪ Experiment:

▪ Removing the samples from the highlighted rectangle to make it 
uncovered

▪ Overall F1 vs. Uncovered region’s F1 

▪ False-Negatives in Red

▪ Decision boundary in uncovered region

▪ Effect of gradually adding points to the patch
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Figure 6: FI, impact of n on time
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Figure 8: FI, impact of k on time
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Figure 11: FI, impact of ρ on sample size and

coverage

use the algorithm DeepDiver in order to discover the uncovered

region in form of maximal uncovered patterns (MUPs). The union

of the space covered by the MUPs is considered as the uncovered

region. DeepDiver requires a parameter k for de ning coverage.

Since it is not clear how to transfer (ρ,k) to k in discrete space,

to have a fair comparison, for every setting we rst discover the

uncovered region using our algorithms in thispaper and then apply

a binary search on the value of k, to nd the setting that best

matches the continuous uncovered region.

Using a random subset of size 900 from RN, we used this algo-

rithm on di erent grid granularities for d = 3 in order to nd the

uncovered region for ρ = 0.02 and k = 10. We then used a test

set of 100 query point randomly sampled from RN to evaluate the

performance of the algorithm. In order to nd if a query point is

uncovered, weneed to traverseamong theMUPsto see if it matches

any of those patterns. This can become ine cient for ne-grained

where thenumber of MUPscan beashigh asthenumber of buckets

to the power of d. E ciency aside, this baseline approach failed to

discover a large portion of uncovered points, as shown in Figure 5.

Looking at the gure, in all cases, the algorithm mistakenly labeled

more than 58%of uncovered points as covered. Also, even though

increasing the number of buckets initially helped to reduce the
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▪ Goal:  Predict Altitude of a query point based on 
(Longitude, Latitude)

▪ Experiment:

▪ RN dataset: (Longitude, Latitude, Altitude)

▪ Removing samples from a cell in the range 

10<Longitude<10.6 and 57.1<Latitude<57.6 with highly 

fluctuating Altitudes to make it uncovered

▪ Overall prediction error vs. Uncovered region’s 

prediction error

▪ Effect of gradually adding points to the patch10
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use the algorithm DeepDiver in order to discover the uncovered

region in form of maximal uncovered patterns (MUPs). The union

of the space covered by the MUPs is considered as the uncovered

region. DeepDiver requires a parameter k for de ning coverage.

Since it is not clear how to transfer (ρ,k) to k in discrete space,

to have a fair comparison, for every setting we rst discover the

uncovered region using our algorithms in thispaper and then apply

a binary search on the value of k, to nd the setting that best

matches the continuous uncovered region.

Using a random subset of size 900 from RN, we used this algo-

rithm on di erent grid granularities for d = 3 in order to nd the

uncovered region for ρ = 0.02 and k = 10. We then used a test

set of 100 query point randomly sampled from RN to evaluate the

performance of the algorithm. In order to nd if a query point is

uncovered, weneed to traverseamong theMUPsto seeif it matches

any of those patterns. This can become ine cient for ne-grained

wherethenumber of MUPscan beashigh as thenumber of buckets

to the power of d. E ciency aside, this baseline approach failed to

discover a large portion of uncovered points, as shown in Figure 5.

Looking at the gure, in all cases, the algorithm mistakenly labeled

more than 58%of uncovered points as covered. Also, even though

increasing the number of buckets initially helped to reduce the
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